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1 Introduction. 

A real-time system provides a service which meets a set of specifications 

including real-time constraints. It is desirable to guarantee reliability in 

a real-time system. Reliability is a measure of how well the system conforms 

to i t s  specifications. One technique used to improve reliability is fault- 

tolerance which incorporates redundancy into the system design. This redun- 

dancy is combined with error detection and error confinement techniques to 

prevent isolated failures from causing system failure. A deadline mechanism 

[Campbell, et al., 791 has been proposed to provide fault-tolerance in real- 

time systems. In this mechanism two independent algorithms are provided for 

each service subject to a deadline. An algorithm is presented here which 

produces a fault-tolerant schedule for such a real-time system. 

Consider a scheduling problem in which a time-shared single-processor 

computing system is to execute a set of jobs each of which consists of a 

sequence of periodic requests. That is, each job periodically demands a 

response within a certain time interval. A further property of the proposed 

system is that each job's request period is a multiple of the next smallest 

request period. Such a system is termed simply periodic. Let J=CJ1, J2, *.., 

J 3 denote a set of jobs with periodic requests. Ti denotes the request r 

period, Pi denotes the computation time of the primary, and A denotes the 

computation time of the alternate for job J i l l ,  2, ..., r. Assume that 

Ai < Pi for i=l, 2, ..., r. The level of the job Ji is i. The jobs are 

ordered such that m T for some positive integer mi > 2 for i-1, 2, ..., 
r-1. 

i 

i 

i i= Ti+l 
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The deadl ine  mechanism provides  two a lgor i thms for each service. 'Lhe 

primary algori thm produces a good q u a l i t y  service b u t  is  sub jec t  t o  t iming 

e r r o r s  which are p r e c i s e l y  def ined i n  [Campbell, et al., 791 The a l t e r n a t e  

a lgor i thm produces a n  acceptab le  response and by d e f i n i t i o n  i s  not  subject t o  

timing e r r o r s .  The response t o  a request  can c o n s i s t  of the completed execu- 

t i o n  of e i t h e r  t h e  primary o r  t h e  a l t e r n a t e  algorithm. The b e s t  schedule  is 

obviously one that success fu l ly  executes  t h e  primary algori thm f o r  each 

reques t ,  but  due t o  poss ib l e  primary f a i l u r e s  t h i s  is not  always poss ib le .  

Given t h i s  information about t he  set of j o b s  a schedule  f o r  t h e  execu- 

t i o n  of the  responses can be spec i f i ed .  .The deadl ine  of a reques t  is t h e  t i m e  

a t  which the next  request  of t he  same job  arrives. Scheduling a set . of j o b s  

with simply pe r iod ic  r eques t s  denotes s p e c i f i c a t i o n  of which a l t e r n a t e  o r  p r i -  

mary is t o  be executed a t  every time i n s t a n t .  A schedule is f e a s i b l e  i f  a l l  

r eques t s  will be s a t i s f i e d  before  t h e i r  deadl ines .  The execut ion of an alter- 

5' J2 na te  o r  primary can be in t e r rup ted .  Consider t h e  fol lowing example: 

denote jobs  with A1=5, P1=9, Tl=lO, A2=7, P2=17, and T2= 50. A schedule is 

described by a timing diagram such as the  following €or  the  above example: 

15 2.0 25 31 40 4 1  . SO 

The execution of P2 is div ided  i n t o  t h r e e  s e c t i o n s  which are scheduled i n  t h e  

i n t e r v a l s  5-15, 25-31, and 40-41. 

Due t o  the  na tu re .o f  t h e  primary and a l t e r n a t e  a lgori thms i t  is d e s i r a b l e  

t o  maximize t h e  number of pr imaries  executed while s t i l l  ensuring t h a t  a l l  

deadl ines  are m e t .  In t h e  above example, two Pl's and one P2 are execu ted .  

during the  per iod of J2. As t h e  fol lowing schedule i l l u s t r a t e s ,  t h e  number of 
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pr ,sar ies  executec, i n  t h i s  example can be improved: 

0 

In t h i s  schedule  f o u r  P1’s are executed and i d l e  t i m e  is  scheduled during the  

intervals 39-40 and 49-50, This is the  l a r g e s t  number of pr imaries  which 

could be executed i n  one per iod of J 
2’ 

Severa l  a l g o r i t h m  t o  create schedules  f o r  s i m p l i f i e d  vers ions  of the  

real-time system are developed below. The schedul ing algori thm of Chapter 2 

creates a s t a t i c  schedule  f o r ’ t h e  per iod T which maximizes the  number of p r i -  

maries scheduled. The two algori thms descr ibed i n  Chapter 3 are modiffcat ions 

r 

of the  Chapter 2 algorithm. The f i r s t  a lgori thm i n  Chapter 3 c r e a t e s  a 

s ta t ic  lh t h i s  schedule the  dead- 

l i n e  is m e t  by the  alternate i f  a scheduled primary f a i l s .  The number of 

f a u l t - t o l e r a n t  schedule  f o r  t h e  per iod Tr. 

attempted pr imar ies  i n  t h i s  schedule is maximized among those  schedules which 

guarantee t h a t  a l l  t he  deadl ines  w i l l  be m e t .  The second algori thm i n  Chapter 

3 creates a new schedule whenever i d l e  t i m e  is made a v a i l a b l e  during t h e  exe- 

cu t ion  of the  f a u l t - t o l e r a n t  schedule due t o  success fu l  pr imaries .  The combi- 

n a t i o n  of t hese  two’algori thms y i e l d s  a dynamic schedul ing algori thm maximiz- 

i ng  the  number o f  primaries scheduled while  guaranteeing fau l t - to le rance .  

Chapter 4 descr ibes  a tree of schedules which may be precomputed and used t o  

implement the  ac t ions  of t h i s  dynamic algori thm i n  the  real-time system. 
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2 & Scheduling Alnorithm. 

Given a set of j obs  J={J1, J2, -.., J } a schedule can be f o r  

per iod  Tr which w i l l  maximize t h e  number of pr imar ies  executed g iven  Ai, 

c r ea t ed  r 
the 

Pi, and Ti f o r  111, 2, ..., r. For t h e  moment the p o s s i b i l i t y  o f .  primary 

f a i l u r e  i s  ignored. An schedule  fs f e a s f b l e  and has the  maximum 

number of pr imar ies  scheduled among all f e a s i b l e  schedules.  The schedule  is 

produced i n  t h r e e  phases. F i r s t  a set of counters  NP(i) is  produced which 

i n d i c a t e s  t he  number of pr imar ies  of each level I included in an opt imal  

schedule. The second phase i s  the  product ion from each NP(i) of a list 'of 

primaries and alternates t o  be executed f o r  each level. The t h i r d  phase is 

t he  c rea t ion  of the schedule from these  lists. 

The values  N P ( i )  f o r  J {Jl, J2, ..., Jr} are c rea t ed  by i t e r a t i v e l y  

c r e a t i n g  va lues  of N P ( i )  f o r  t h e  sets {J1}, {Jls  J2}, O O O ,  {Jl, J2, -*., 

J ). Xn each case t h e  counters  represent  a schedule f o r  t h e  per iod  of t h e  

h ighes t  level job. For the  jobs  {J1, J2, ..., Ji) t h e  schedule  I s  c rea t ed  for  

t h e  per iod  T by concatenat ing m copies  of t h e  schedule  f o r  {Jls J2, . . e ,  

t he  

r 

i i- 1 

} and then modifying t h e  r e s u l t i n g  schedule. Ji-l 

The e n t i r e  schedule is constructed from the W ( i )  values .  Consider t h e  

fol lowing example. L e t  A1=6, Pl=lO, T1=lO, A2=4, P2=7, T2=30, 4'4, P3=10, 

T3=60, NP(1)=2, NP(2)=1, and NP(3)mO. The algori thm d i s t r i b u t e s  t h e  lower 

level pr imar ies  w i th in  t h e  l a r g e r  periods.  Since t h e r e  are 2 P l s  i n  the  e n t i r e  
/ 

schedule  and s i n c e  t h e r e  are 2 T s in T each T2 inc ludes  a P1. Within each 2 3 

T2 t h e r e  are 3 T l s  so t he  P 1 s  mst be augmented wi th  Also The algori thm pro-  

duces tup le s  .which represent  lists of primaries and a l t e r n a t e s  f o r  each level. 

I n  t h e  above example the level 1 tuple ,  ( l O O l O O ) ,  corresponds t o  schedul ing 
\ 
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t h e  sequence PIAIAIPIAIAl a t  t h e  level 1 reques t  times: 

The level 2 t up le ,  (101, i n d i c a t e s  t h a t  P2 and A2 are echeduled in t h e  remain- 

i ng  idle time of t he  T2 period: 

. .. . .  

The level 3 t u p l e  is (0) i n d i c a t i n g  t h a t  A3 f i l l s  t h e  remaining i d l e  t i m e :  

Algorithm 2.1,coastructs  an optimal schedule.  The algortthm uses a list 

c a l l e d  t h e  d i f f  l ist.  This l i s t  keeps the  level numbers i for those  va lues  of 

i with N P ( i ) > O  s o r t e d  i n  decreasing order  of Pi-Ai. I n i t i a l l y  t h e  list is 

empty. The no ta t ion  [x] denotes the  sma l l e s t  i n t e g e r  not  less than x D  The 

algori thm follows: 
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Algorithm 2.1 

propram SCHEDULE ( f  CREATE AI? OPTIMAL SCHEDULE FOR J *) 

procedure MODIFY (ALT , PRIM,LEVEL ) 
(* ADD A LEVEL I RESPONSE TO AN OPTIMAL LEVEL 1-1 SCIIEDnE 

OVER THE LEVEL I PERIOD *) 

(* STEP I- CREATE SPACE FOR ALT *) - while i d l e  time < ALT 
begin 

l e t  d be the  f i r s t  level number.in t h e  d i f f  l is t ,  
k := - i f  k > NP(d) 
then beg i n  

(ALT - i d l e  t i m e )  /(Pd-Ad)] 

- 
i d l e  t i m e  := i d l e  t i m e  + NP(d) * (Pd-Ad) 
NP(d) := 0 
remove d from t he  d i f f  l ist 

end 
else begin 
- - 

i d l e  t i m e  := i d l e  t i m e  + k * (Pd-Ad) 
NP(d) := Nf(d) - k 

end 
- end (* OF STEP 1 *) 
- 

- i f  PRIM C i d l e  time 
then begin 

L - 
(* STEP 2a- SCHEDULE PRIMARY IF IT FITS *) 
i d l e  time := i d l e  t i m e  - PRIM 
NP(LEVEL) := 1 
i n s e r t  LEVEL i n t o  the  d i f f  list 

end (* OF STEP 2a *) - 
e Is e begin - 

7 i f  d f f f  l ist is not e q t y  - then begin 

(* STEP 2b - EXCHANGE PRIMARIES IF IDLE IS GAINED *) 
let  d be the f i r s t  level number in the  d i f f  l ist  

then bez i n  - Ad - i f  PRIM - ALT < Pd 
- 

idle t i m e  : = . i d l e  time i Pd - Ad - PRIM 
W ( d )  := NP(d) - 1 - i f  NP(d) - 0 then remove d from d i f f  list 
NP(LEVEL) := 1 
i n s e r t  LEVEL into d i f f  list - end (* OF STEP 2b *) 

'.. 
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else benin - 
(* STEP 2 ~ -  SCHEDULE ALTERNA!l'Z *) 
i d l e  t i m e  := i d l e  time - ALT - end ( f  OF STEP 2c *) 

end - - end (* of MODIFY *) 

begin (* MAIN PROGRAM *) 

(* PHASE 1 -'LOOP TO CREATE NP(i) VALUES *) 
i d l e  t i m e  := T1 

I_ for i := 1 
NP(i) := 0 - f o r  j := 1 to i-1 do 

NP( j )  := NP( j )  * mi,l 
end 

"0 := 1 

r & 

- 
i d l e  t i m e  := i d l e  t i m e  * miel 

end 
HODIFI(Ai,Pi, i) - 

(* PHASE 2 - CONVERT COUNTERS INTO SCHEDULE *) 
consider  each NP( i )  a 1-tuple - f o r  i := 1 .& r-1 & 
- f o r  j := r-1 downto i do 

k := h mod m 
- for each element h of t he  ith tup le  &. 

1 
n := k d i v  m 1 
r e p l a c e  h wi th  an  m,-tuple. t h e  f i r s t  k elements of the 

J 

t u p l e  are n+l and the  remaining elements are n. 
end - 

end - 
end - 
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(* PHASE 3 -- SPECIFY TEIE SCHEDULE *) 
- f o r  i := 1 to 1: do 
- for each element of t h e  level i t u p l e  & 

if jth element of level i t u p l e  - I - then schedule p r imary  f o r  level i i n  t h e . f i r s t  
Pi u n i t s  of i d l e  time a f t e r  (j-l)Ti 

- else schedule  a l t e r n a t e  f o r  level i i n  the  f i r s t  

end 
Ai u n i t s  of i d l e  t i m e  a f t e r  (j-l)Ti 

- 
end - - end (* OF MAIN PROGRAM *) 

L e t  J1, J2, and J3 be jobs  such t h a t  A1-6, P1=lD, T1=lO, A2=4, P2=7, 

T2=30, A3=4, P3=10, and T3=60. Each t i m e  an  NP(i) va lue  changes the  

corresponding schedule is given below. On t h e  f i r s t  cal l  t o  MODIFY P1 is 

scheduled s i n c e  Pl=10 < i d l e  time-10: 

When i=2, 3 copies  of the  above schedule are concatenated t o  give:  

0 10 30 

Step 1 of MODIFY changes a P1 t o  AI: 

Since P2=7 > i d l e  t i m e ~ 4  and P -A 1 3  < Pd-Ad=4, one more P is  changed t o  AI 2 2  1 

and P is scheduled: 2 
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When i=3,  2 copies  of t he  above schedule  are concatenated t o  give:  

Step 1 of MODIFY changes a P1 t o  Al: 

Since P3=10 > i d l e  t i m e 4  and P -A -6 > Pd-Ad=4, A3 i s  scheduled: 3 3  

Theorem 2.L: The schedule produced by Algorithm 2.1 is optimal and has as much 

i d l e  t i m e  scheduled as  any opt imal  schedule. 

- Proof: (by induct ion  on r)  

For r=l, the  a lgor i thm schedules  P1 i f  P1<T1 and schedules  A1 otherwise.  

This is c l e a r l y  optimal and the  i d l e  time is maximized among optimal schedules  

s i n c e  a l l  opt imal  schedules have the  same amount of i d l e  t i m e .  

Assume t h a t  t he  algori thm produces an optimal schedule with maximum i d l e  

t i m e  f o r  any set of p jobs.  

Consider t h e  set  of jobs  J - {Jl, J2s ..., J >. The f i r s t  p i t e r a t i o n s  
P+1 

of t h e  algori thm produce an opt imal  schedule f o r  J’ = <Jl, J2’ ...’ J } with 
P 

maximal i d l e  t i m e .  Concatenate m copies  of t h i s  schedule and ca l l  t h e  r e s u l t -  

ing schedule  S. L e t  t be  t h e  number of pr imaries  i n  S. Clearly S is a n  
P 

Ei the r  A o r  P 
P+1 P + l  

opt imal  schedule  f o r  t h e  jobs i n  J‘ over t h e  per iod  Tp+l. 
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is t o  be added t o  the  schedule.  

It is d e s i r a b l e  t o  maximize the  number of pr imar ies  i n  t h e  f i n a l  

The number of pr imar ies  cont r ibu ted  by the  jobs  i n  3' cannot exceed schedule.  

t. A t  least A u n i t s  of i d l e  t i m e  are needed t o  schedule  a response for 

I f  t h e  i d l e  time i n  S i s  less than A then  t h e r e  is no f e a s i b l e  

schedule f o r  J with t pr imaries  for the  jobs i n  J'. Thus, some of t he  p r i -  

P+l 

Jp+l* P+l 

maries must be changed t o  a l t e r n a t e s  so t h a t  e i ' ther  or Pp+l can be 

scheduled. By changing those pr imar ies  with t h e  l a r g e s t  d i f f  (Pi-Ai) values 

f i r s t ,  t he  number of primaries changed i s  minimum and among such changes the  

i d l e  t i m e ,  when A is scheduled, i s  maximized. Thus i f  A i s  scheduled an  

optimal s o l u t i o n  f o r  J has been found. 
P+l P+l 

p+19 
There are two cases under which P might be scheduled i n s t e a d  of A 

P+l . 

F i r s t ,  i f  P f i t s  i n  the  time a l l o t t e d  f o r  A plus  t h e  remaining i d l e  time 
P+ 1 P+ 1 

then c l e a r l y  t h i s  s o l u t i o n  is  optimal s ince  it  includes one more primary than 

Second, i f  a s i n g l e  P f o r  j<p+l  could be converted t h e  s o l u t i o n  wi th  Ap+l. 

t o  A so t h a t  P f i t s  I n t o  t h e  time a l l o t t e d  f o r  A p lus  t h e  remaining 

i d l e  time p lus  P - A and t h e  r e s u l t i n g  i d l e  t i m e  is  g r e a t e r  than t h e  i d l e  

t i m e  i n  t h e  s o l u t i o n  with Ap+l. In t h i s  case t h e  i d l e  t i m e  is  increased  and 

t h e  number of pr imar ies  remains the same. Among such so lu t ions ,  an optimal 

J 

J P+l P+1 

J J  

s o l u t i o n  is  one such t h a t  P -A is  maximum thus  leav ing  t h e  l a r g e s t  i d l e  time 

i n  the  s o l u t i o n  for J. 
j j  

, 
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Theorem2a2: Algorithm 2.1 creates a schedule  f o r  O(Mr - 1) j o b s  in O(Mr - 1) 

t i m e .  

- Proof: Consider t h e  number of j o b s  scheduled. 

r eques t s  

Clear ly  t h e r e  are mimi+l.oamr-l 

f o r  Ji f o r  i<r and 1 reques t  f o r  Jro The t o t a l  number of reques ts  is 
r-1 r- 1 

C (Mr-I/Mi)o Since mi>2 f o r  a l l  I then Mi>2', thus  Mr - C (Mr-l/Mi) G 
i=o  1-0 

Thus O(M ) j obs  are scheduled. r- 1 

Consider t h e  t i m e  requi red  t o  c r e a t e  t h e  NP(i) values .  'Ihe main program 

t akes  O ( r  s t e p s  t o  i n i t i a l i z e  the  counters  and copy t h e  in te rmedia te  solu- 

t i ons .  There a r e  r c a l l s  t o  MODIFY.  On t he  ith such c a l l  a t  most i i t e r a t i o n s  

of Step 1's while loop a r e  poss ib le .  Each of these i t e r a t i o n s  takes  cons tan t  

t i m e .  On each c a l l  t o  M O D I F Y  exac t ly  one of t he  Steps 2a, 2b, and 2c is exe- 

cuted. Step 2c r equ i r e s  constant  t i m e .  Each of the  o the r  s t e p s  may,involve 

an i n s e r t i o n  i n t o  a list of fewer than i elements but  otherwise they each 

requfre  constant  t i m e .  The i n s e r t i o n  r equ i r e s  O ( i )  s t eps .  Thus the  calls t o  

M O D I F Y  r equ i r e  O ( r  ) s t eps .  Therefore O(r ) s t e p s  a r e  needed t o  c r e a t e  the  

NP(i) values .  

' 2  

2 2 

Transformlng W ( i )  i n t o  the  t u p l e  r equ i r e s  mi+1mi+2. O m r - l  = Mr,1/Mi 

s t eps .  Summing over the  va lues  of i a s  before  we g e t  O(Mr - 1) Simi lar ly ,  

convert ing the  tup le s  i n t o  the  schedule r equ i r e s  O(M ) t i m e .  Thus Algorithm 

2. I r equ i r e s  O(Mr-r) t i m e .  

r- 1 

Given a set of j obs  J, an algori thm f o r  cons t ruc t ion  of an optimal  

schedule f o r  J has been given. The algori thm bu i lds  the  schedule i t e r a t i v e l y ,  

one level a t  a t i m e .  Only a few counters  are required u n t i l  t he  f i n a l  

schedule  is t o  be wr i t t en  out .  A t  t h i s  po in t  each of t he  counters y i e l d s  a 
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sequence of p r imar i e s  and a l t e r n a t e s  t o  be executed. 

cons t ruc ted  from th i s  sequence. 

The schedule can then be 

3 A Faul t - to le ran t  Scheduling Algorithm. 

Algorithm 2.1 produces a schedule t o  maximize the number of pr imar ies  

executed. The primary a lgor i thm i s  s u s c e p t i b l e  t o  t iming e r r o r s .  In some 

cases  the  a c t u a l  execut ion  t i m e  of the  primary i s  not known i n  advance. The 

v a l u e  may be the  expected execut ion  t i m e  o r  t he  minimum execution t i m e  of 

the  primary. The use of Algorithm 2.1 with such pr imar ies  can c l e a r l y  lead  t o  

f a i l u r e  t o  meet t h e  real-time c o n s t r a i n t s .  In o rde r  t o  i n s u r e  a f a u l t -  

Pi 

t o l e r a n t  schedule every reques t  f o r  J must be  f u l f i l l e d  by executing e i t h e r  

t he  a l p r n a t e  or the  primary fo r  level i. 

i 

It is d e s i r a b l e  t o  guarantee  t h a t  t h e  f a i l u r e  of Pi does not  i n h i b i t  exe- 

cu t ion  of Ai before  t h e  deadline.  The following. changes t o  Algorithm 2.1 

produce Algorithm 3.1: 

1. The c a l l  MODIFY(Ai,Pi,i) i s  replaced by HODIFY(Ai,Pi+Ai,i). 

2. Every occurrence of P -A 

3. In Phase 3, 'primary' is replaced by 'primary followed by alter- 

i n  MODIFY is  rep laced  by Pa. d d  

nate' and P Pr are rep laced  by Pi+Ai and Pr+Ar, respec t ive ly .  i' 

This algorithm c r e a t e s  a schedule maximizing t h e  number of pr imar ies  scheduled 

wi th  t h e  a d d i t i o n a l  c o n s t r a i n t  t h a t  whenever a primary i s  scheduled i t s  alter- 

na te  is scheduled t o  follow i t .  

A schedule is f-r.  f e a s i b l e  i f  all r eques t s  w i l l  be  s a t i s f i e d  be fo re  t h e i r .  

deadlines even i f  no primary algorithms succeed. A schedule is f-r optimal if 
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it is f-t f e a s i b l e  and has  the  maximum number of primaries  scheduled among a l l  

f-t f e a s i b l e  schedules.  

TheoremA.1: The schedule produced by Algorithm 3.1 is  f-t optimal and has 

much i d l e  time as any f-t optimal schedule. 

as 

- Proof: fol lows e a s i l y  from Theorem 2.1. 

Theoremze2: Algorithm 

time e 

3.1 creates a f - t  schedule  for O(Mr - j obs  in O(Mr - l) 

- Proof: fol lows from Theorem 2 . 1 .  

L e t  J1, J2, and J be jobs  such t h a t ,  A1=4, P1=4, Tl=lO, A2=5, P2=7, 

The f - t  schedul ing algori thm produces the  fo l -  

3 

T2=30, A3=6, P3=8, and T3-60. 

lowing schedule: 

As t he  scheduled jobs  are executed assume t h a t  a t  t i m e  4, P1 f a i l s  t o  

is  then executed and t h e  deadl ine  f o r  J1 a t  t i m e  10 is m e t  when complete . A1 

AI completes a t  time 8,. The 2 u n i t s  from 8 ' t o  10 a r e  used t o  begin execution 

of A*. The request  

by J has been s a t i s f i e d  and thus  the  t i m e  a l l o c a t e d  t o  A1 i n  the  i n t e r v a l  

14-18 can now be set t o  i d l e .  A l g o r i t b  3.2 can be used to  r e a l l o c a t e  t h i s  

wasted t i m e .  

A t  t i m e  10, P begins t o  execute and succeeds a t  time 14. 1 

1 

Assume t h a t  Ps succeeds a t  t i m e  ts. A new schedule for t h e  i n t e r v a l  tS 

to  Tr is t o  be c rea ted  wi th  the  maximum number of primal e s  scheduled. 

Some p a r t s  of a l t e r n a t e s  and primaries on o the r  levels may have >sen a l ready  
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executed. Cpnsider the  fol lowing r ep resen ta t ion  of t h e  pe r iod ic  s t ruc tu re :  

Define EMi t o  be the  number of t i m e  u n i t s  of Ai a l r eady  executed dur ing  

t h e  cu r ren t  J per iod when P succeeds a t  t i m e  t Simi la r ly ,  E a i  is def ined  i S S 

t o  be the  n m b e r  of t i m e  u n i t s  of P a l r eady  executed. Note t h a t  EMi must be i 

updated The next  Ji deadl ine  a f t e r  ts, c a l l e d  Di, 

can be computed by: D = [tS/Ti].* Ti. Let Ri - D -t denote t h e  remaining 

t i m e  before  t h e  next  Ji deadl ine,  When P succeeds,  compute D and Ri f o r  

each level i*s- Between R and Di a response t o  t h e  r eques t  f o r  Ji must be 

scheduled if the request  has not a l ready  been s a t i s f i e d .  This response may be 

by the  system a t  run t i m e .  

i i s  

S 1 

i 

e i t h e r  a primary followed by an a l t e r n a t e  o r  j u s t  an alternate. The times 

requi red  f o r  these  responses a r e  P +A -EXAi-EXPi and Ai-EXAi respec t ive ly .  
i i  

From D t o  D responses are scheduled as before.  i r 

As before,  the  schedule is crea ted  i t e r a t i v e l y  beginning a t  t h e  lowest  

level. With t h e  except ion of level r two schedules  are c rea t ed  f o r  each 

l eve l  i. The f i r s t  schedule is  f o r  t h e  i n t e r v a l  t t o  D and is b u i l t  upon 

the  schedule f o r  the  interval t t o  D from the  previous i t e r a t i o n  conca- 
S i-1 

tena ted  with @i-Di-l )/Ti-l copies  of t h e  second schedule  a t  level i-1. This 

schedule is c a l l e d  denotes  t h e  number of j level pr imar ies  

i n  t h e  SHORT so lu t ion .  The second schedule  a t  level i is  b u i l t  on m copies  

of t h e  second s o l u t i o n  a t  level i-1 as i n  the  previous algorithm. This 

s i 

SHORTi and SNP(J)  

i- 1 

schedule is  c a l l e d  FULLi,l and FNP(j)  denotes  the  number of j level pr imar ies  

i n  t h e  FITLL s o l u t i o n o  SMODIFY is  a copy of MODIFY which creates SHORT 

, 
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so lu t ions  using t h e  SNP(i)  values .  FMODIFY creates FULL s o l u t i o n s  using 

FNP(i) 

The fol lowing algori thm is executed whenever Ps succeeds: 

Alnori thma.2 

f u l l  i d l e  t i m e  := T1 

- f o r  i :a 1 E K & 
FNP(i) := 0 
f Ins : = (Di-Dii, 1) /Ti 

- f o r  j := 1 2  r-1 & 
SNP(j )  := SNP(j) + f ins  * FNP(j) 
end 

shor t  i d l e  
- 

time := shor t  i d l e  t i m e  + f i n s  * f u l l  i d l e  t i m e  

c r e a t e  SHORTi by SMODIFP(Ai-EXAI ,AI+PI-EXAi-EXPi, I) 

- if Di < Dr 

.then benin 
I f o r  j := 1 to i-1 do 
- 

:= FNp(j) * mi,l 
end - 

f u l l  i d l e  t i m e  ;= f u l l  i d l e  t i m e  * mIwl 

c r e a t e  FULLi by J?MODIE'Y(Ai,Piri) 
end - 

Consider t he  u s e  of t h i s  a lgori thm in t he  previous example. Recal l  t h a t  

A1=4. P1=4, T1=lO, A 2 4 ,  P2=7, T2=30, A3=6, P3=8 and T3=60. The fol lowing 

. schedule was produced for these jobs by Algorithm 3.1: 
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At time 14, P succeeded so s=l, EXA2=L and EXPI=4. A l l  other EXA and EXP 

values are 0. 

I 

D1-20, D2=30, D3-60, R1=6, R2-16 and R3-46. 

For i - s = 1, Algorithm 3.2 produces 6 units of IDLE for the SHORT 

schedule and the following FILL schedule: 

For i = 2, the schedule sent  t o  SMODIFY is: 

The SHORT2 schedule is: 

The schedule sent to FMODIFY is: 

3 

The FULL2 schedule is:  

/ 

For i = 3, the schedule sent to SMODIFY is: 

0’ I 
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The SHORT3 schedule is: 

!&e n e t  e f f e c t  of t h e  new a lgor i thm on t h i s  example is t o  add the  execu- 

t i o n  of a P1 i n  t h e  i n t e r v a l  50-60. 

Theorem2.3: The schedule  produced by Algorithm 3.2 is f - t  optimal and has  as 

much i d l e  time as any f - t  optimal schedule.  

Proof: fol lows from meorem 2.1. 

Theorem 2.3: Algorithm 3.2 c r e a t e s  a f - t  schedule i n  O(Hr - time. 

- Proof: fol lows from Theorem 2.2. 

The reschedule  a lgor i thm produces a schedule f o r  t he  per iod ts t o  Dr 

which has  at least  as many pr imar ies  scheduled i n  the period as any o the r  

schedule  which guarantees  f au l t - to l e rance  given t h a t  t he  events  occurr ing 

between t and t have a l r eady  occurred. 0 S 

In t h e  course of execut ing the  schedule  some i d l e  t i m e  may be encountered 

in the  schedule.  Consider t h e  fol lowing courses  of action: 

1. Swap t h e  i d l e  t i m e  wi th  some por t ion  of a higher  l e v e l  t a s k  which 

is a l ready  scheduled. 

2. execute  part of an  unscheduled primary. 

Clear ly  e i t h e r  of these  techniques may r e s u l t  i n  a l a r g e r  number of prLmaries 

be ing  executed than  would r e s u l t  by l eav ing  t h e  time i d l e .  n e t h e r  e i t h e r  
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method does inc rease  the  number of pr imaries  depends on the  run-time behavlor 

(i.e. primary successes  or f a i l u r e s )  of t h e  system. 

Consider a s i t u a t i o n  where i d l e  time is t o  be f i l l e d  by e i t h e r  of t h e  

above methods. With method 1 some h e u r i s t i c  must be used t o  dec ide  which t a s k s  

t o  swap with the  i d l e  time. Ihe h e u r i s t i c  may use p r o b a b i l i t i e s  o f  primary 

success  ( i f  they  are known), p o t e n t i a l  saved a l t e r n a t e  time, o r  o t h e r  measures 

t o  make the dec is ion ,  but it cannot p r e d i c t  which swapping will r e s u l t  i n  t h e  

b e s t  improvement. With the  second method a h e u r i s t i c  is needed t o  dec ide  

among several poss ib l e  p a r t i a l  execut ions.  It may be use fu l  t o  use  these  

techniques bu t  o n e .  can not  p r e d i c t  which of t h e  methods w i l l  y i e l d  t h e  b e s t  

r e s u l t .  

Given a set of j o b s  J an i n i t i a l  f a u l t - t o l e r a n t  schedule  can be c rea t ed  

by Algorithm 3.1. The jobs  can then be executed as scheduled. When a primary 

algori thm succeeds a new schedule can be c rea ted  which may a l low more pr i -  

maries t o  be executed. In  a l l  cases, the schedule produced inc ludes  as many 

pr imar ies  as any o t h e r  schedule which guarantees  t h a t  t h e  deadl ines  will be 

m e t .  

4 A Real-Time Faul t - to le ran t  Schedule. 

Algorithms 3.1 and 3.2 produce d e s i r a b l e  schedules ,  however the execu- 

t i o n  time of the  dynamic a lgor i thm would be p r o h i b i t i v e  i n  a real-time system. 

A precomputed schedule  tree can be used as a real-time f a u l t - t o l e r a n t  

schedule-  The t a sks  executed i n  t h i s  schedule tree are exac t ly  those executed 
- 

by the  above algori thms . 
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Consider t h e  fol lowing example: Let J1 and J2 denote jobs such t h a t  A1=2, 

schedule produced by Algorithm 3.1 is: P1-3, TI-7 and A2-4, P2-f, T2=21. The 

The execution of t h i s  schedule is simulated with the  a s a m p t i o n  t h a t  t he  

scheduled primaries always succeed. P1 succeeds a t  t-3 and Algorithm 3.2 ( the  

reschedule  a lgori thm) produces: 

P1 succeeds a t  t=10 and the  reschedule a lgori thm produces: 

P succeeds a t  t=17 and the  reschedule a lgori thm produces: 1 

P2 succeed8 a t  t=l8. The a c t u a l l y  executed schedule is: 

t h  
Use aeMs s ... s > t o  denote the  a c t u a l l y  executed schedule when t h e  i 1 2  k 

primary succeeds i f  si=l and f a i l s  i f  si=O. Thus the  above schedule is 

aes<Illl>. Denote the  schedule produced by t h e  reschedule a lgori thm a f t e r  a 

series <s s ... sk> of successes  and f a i l u r e s  wi th  the  n o t a t i o n  res<s . 8 *"OSk>' 1 2  

Note t h a t  3k w i l l  always be 1 when such a schedule e x i s t s .  Let res<> denote 
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t he  i n i t i a l  s ta t ic  schedule.  

In t h e  event  t h a t  t h e  primary f a i l u r e  ra te  is very  low, It is advanta- 

geous t o  use the aes<lll. . .l> schedule as "the schedule" for t he  system. This 

saves the  overhead of reschedul ing when a primary succeeds. "Backup" schedules  

are  necessary t o  in su re  f au l t - to l e rance  in the  un l ike ly  event t h a t  8 primary 

Should f a i l .  

Consider t h e  s p e c i f i c  case  t h a t  PI f a i l s  a t  t i m e  t=3 in t h e  above 

Using the remainder of the s t a t i c  schedule ( reso)  would guarantee schedule.  

t h a t  a l l  deadl ines  would be m e t  inc luding  t h a t  f o r  J a t  t t 7 .  On t h e  o t h e r  1 

hand, rhe "ac tua l ly  executed" schedule aesCO1lP from t=3  t o  t-21 could be 

used. This would guarantee t h a t  all deadl ines  would be m e t  as long as no 

o ther  primary should fail. The aes<Olll> schedule is: 

Note t h a t  the  l a s t  1 i n  aes<Olll> is superf luous s i n c e  only 3 pr imar ies  are 

executed. The followlng schedule is proposed for the  above example: 
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The schedule a t  the  root  of the  tree is  executed u n t i l  a primary f a i l s .  

When a primary f a i l s  t h e  corresponding schedule  in t he  next  l e v e l  down in t h e  

tree is executed. Using t h i s  mechanism, the  scheduling can be done in rea l  

time i f  t h i s  tree is cons t ruc ted  ahead of time. 

If the tree is too  l a rge ,  it is pruned i n  the  following manner: Consider 

a node i n  t h e  tree which is the  schedule  t o  be executed i f  a f a i l u r e  occurs  a t  

and s is 
1 

t i m e  ts in aes<sls 2...sk>. I f  8 is t h e  r ightmost  0 i n  s 2 s 2 0 0 ~ ~ k  
P 

the  . rightmoat 1 i n  s s r e p l a c e .  t h e  node with t h a t  po r t ion  of 

res<s s .--s > from t with 

the  po r t ion  of res<> from ts t o  Dr. 

1 2"'sp 

t o  Dr. If no such p or j e x i s t s  rep lace  t h e  node 1 2  j S 

The above example could be shortened to: 

The sons of a e s < l l l l >  have a l l  been replaced. The schedules  aes<Oll>,  

aes<lOD, aes<llO>, and aes<l l tO> have been replaced by p a r t s  of reso,  

r e s C l > ,  resclb,  and res<lLl>, respec t ive ly .  Execution of t h i s  schedule  

proceeds the  same way as before  except  t h a t  when execut ing a res schedule t h e  

schedule  is executed t o  the end. regard less  of primary f a i l u r e s .  The presence 

of a l t e r n a t e s  in t he  schedule  w i l l  maintain fau l t - to le rance  although some time 
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may be wasted execut ing unnecessary a l t e r n a t e s .  

Using the mechanism presented in t h i s  chapter  we can g a i n  t h e  b e n e f i t  

t h e  dynamic algori thm i n  a real-time system. The schedule tree mechanism 

schedules  exac t ly  the  same t a s k s  as  scheduled by the Chapter 3 algori thms and 

i f  i t  is too l a rge  t o  s t o r e  it  can be pruned t o  an appropr i a t e  s i z e  with some 

degradat ion of performance. 

5 Swnrnary. 

h schedulfnc algori thm was presented t o  naximize t h e  number of prim&ies 

scheduled A nod i f i ca t ion  of 

the  algori thm was given which produces a .  s t a t i c  f a u l t - t o l e r a n t  opt imal  

for a set of jobs with simply pe r iod ic  reques ts .  

schedule f o r  the  jobs. Another nod i f i ca t ion  of t h e  algori thm was given t o  

reschedule  t h e  remaininR t i m e  when,a primary success  c r e a t e s  new i d l e  t i m e .  

F ina l ly  a schedule tree mechanism was descr ibed t o  gain the b e n e f i t s  of t hese  

schedul ing algori thms i n  a real-time system. 
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